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Abstract16

A high-resolution sea surface temperature (SST) analysis called COBE-17

SST3 covers daily to centennial SST variations. The SSTs were constructed18

by performing analyses for low-frequency components, interannual varia-19

tions, and daily changes with statistical methods using in-situ and satellite20

observations. The biases for each observation type were objectively esti-21

mated, and the result was a reconfirmation that the types are not properly22

categorized in the international database. By introducing a correction to23

the global mean nighttime marine air temperature observations which is24

used for the bias detection, moderate changes in global mean SSTs around25

World War II were obtained in COBE-SST3. SST and land surface air26

temperature (LSAT) fields were simultaneously analyzed on a monthly time27

scale for consistency between SST and LSAT. The LSAT observations acted28

as low-quality SST observations, and could produce SST variations to an29

eye-opening degree. This is the same as in the SST observations. The simul-30

taneous analysis suggested that SST and LSAT observations were comple-31

mentary and of satisfactory quality. Two types of daily SST analyses on a32

0.25° grid were produced: one is a blend of multiple satellite and in-situ ob-33

servations, and the other is a reconstruction with in-situ observations only.34

The two analyses were highly correlated with a counterpart provided by the35

National Oceanic and Atmospheric Administration of the USA. Uncertain-36

1



ties in low-frequency components, interannual variations, daily changes were37

separately estimated. These were used to construct daily perturbed SSTs,38

which are random, normally distributed, and spatiotemporally continuous.39
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1. Introduction42

Sea surface temperatures (SSTs) and land surface air temperatures (LSATs)43

are the longest known variables based on instrumental measurements over44

the Earth. Many efforts have been made not only to maintain the measure-45

ments but also to unearth the buried data. These observations have been46

used to understand long-term past climate changes (Paltridge and Woodruff47

1981; Jones et al. 1986; Barnett 1984).48

Global warming signals in global mean temperatures or local SST changes49

of high interest are sometimes smaller than observational biases in the past50

SST record. Folland and Parker (1995) summarized the sources of SST51

observation biases. For example, uninsulated bucket observations suffer52

from cold biases due to exposure of the bucket to cold air for a long time53

on the ship deck, and conversely, engine room intake (ERI) SSTs include54

warm biases. Because many metadata on observation type are missing or55

not always correctly specified in the International Comprehensive Ocean-56

Atmosphere Data Set (ICOADS; Woodruff et al., 1987; Freeman et al.,57

2017), a serious problem remains: how to quantify the biases of individ-58

ual reports. Based on the literature and indoor experiments, Folland and59
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Parker (1995) proposed time-varying bias corrections. Unknown types since60

the mid-20th century are thought to be a mixture of insulated and unin-61

sulated buckets and ERI. Kennedy et al. (2011) estimated the fractions of62

each based on the literature. The metadata of WMO Publication No. 4763

are available and can complement ICOADS (Kent et al. 2007). However,64

the metadata are very limited before the 1960s. Several approaches to re-65

move the biases have been proposed by Smith and Reynolds (2002), Kent66

et al. (2010), Hirahara et al. (2014), and Chan and Huybers (2019), but the67

uncertainties in low-frequency SSTs remain large before 1980, where recent68

high-precision observations such as drifting buoys and Argo floats are not69

available. The Hadley Center nighttime air temperature version 2 (HadN-70

MAT2; Kent et al., 2013) has widely been used to estimate the SST biases in71

the Extended Reconstruction SST version 4 (ERSST4; Huang et al., 2015)72

and the Hadley Center SST version 4 (HadSST4; Kennedy et al., 2022),73

which compared SSTs and NMATs for spatiotemporal consistency between74

the two variables. Despite years of effort, SSTs around World War II suffer75

from large uncertainties due to the data gaps and poor metadata (Rayner76

et al. 2006).77

The observations on land are made at the same location over a long78

period. This makes it easier to evaluate biases and detect the erroneous79

records than the maritime observations made at the different locations. In80
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contrast, the land surface is not thermodynamically stable due to its small81

specific heat capacity. In addition, the topography is complex. Because of82

long-term LSAT studies, the literature on the observations is extensive. For83

example, data gaps due to station relocations and environmental changes84

in the measurements have been homogeneously adjusted in neighboring ar-85

eas (Osborn and Jones 2014), and various sources of LSAT uncertainties86

including urbanization have been investigated (Menne et al. 2018). These87

activities have led to the archiving of international databases: Global His-88

torical Climatology Network version 4 (GHCN4; Menne et al., 2018) and89

the International Surface Temperature Initiative (ISTI) Global Land Sur-90

face Temperature Databank (Thorne et al. 2011; Noone et al. 2021).91

In general, historical analyses are defined generally on monthly 1°–2°92

grids without the use of satellite observations. Recently, the Hadley Center93

have provided a reconstructed daily 0.25° analysis known as HadISST2 that94

was used for the Coupled Model Intercomparison Phase 6 (CMIP6). The95

NOAA/USA Daily OISST version 2 (Reynolds et al. 2007) was merged96

to form the high resolution HadISST (Haarsma et al. 2016). For such97

high-resolution SSTs, satellite observations are needed in order to resolve98

mesoscale ocean eddy activities. With multiple satellite SSTs, operational99

centers produce hourly–daily global 0.01°–0.25° SST analyses (Yang et al.100

2021). In many satellite analyses, both the satellite and in-situ observations101
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are blended in them. These high-resolution analyses increase the variances102

and the gradients, compared with low-resolution SST analyses.103

The uncertainty information on SST could be useful in various climate104

studies. The SST analysis includes unavoidable errors due to the data105

sparseness or observational errors, and therefore, a single analysis may106

sometimes overestimate or underestimate climatic signals in local or basin-107

scale SST variations. Perturbed SSTs proportional to the uncertainties108

varying in space and time are frequently used to obtain probabilistic re-109

sponses of atmospheric models to observed SST. The climate simulation110

result called database for policy decision making for future climate change111

(d4PDF) was produced (Mizuta et al. 2017), and it has been widely used112

for climate and impact assessment studies (Ishii and Mori 2020). A histori-113

cal atmospheric reanalysis, Over-centennial Atmospheric Data Assimilation114

(OCADA), used the same perturbations that expand the model spreads of115

an ensemble Kalman filter (Ishii et al. 2024). In d4PDF and OCADA, the116

perturbations were constructed from COBE-SST2 (Hirahara et al., 2014,117

hereafter HIF14).118

The subsequent sections provide a brief introduction of COBE-SST3 in119

Sec. 2, descriptions of observations and methodologies used in this study in120

Sections 3 and 4, and demonstrations of the new SST and LSAT analyses.121

Finally, concluding remarks are given in Sec. 6.122
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2. Overview of new COBE-SST123

The first version of COBE-SST was a statistical daily SST analyses124

based on instrumental SST observations mapped onto a 1°× 1° grid by op-125

timum interpolation (OI), referred to as COBE-SST1 (Ishii et al. 2005).126

The analysis was finally averaged monthly. In the subsequent analysis,127

COBE-SST2, the analysis method was replaced by a reconstruction method128

using empirical orthogonal functions (EOFs) that decompose the interan-129

nual variations. In addition, the grid-wise low-frequency components were130

estimated separately. COBE-SST2 improved the representation of secular131

SST changes compared to COBE-SST1. The daily SST changes from the132

previous day were also estimated from in-situ observations only. COBE-133

SST2 was defined as the sum of the low-frequency components, interannual134

variations, and daily changes. The basic idea of the new analysis, called135

COBE-SST3, is the same as COBE-SST2. The reconstruction of historical136

interannual SST variability since 1850 was performed by using EOFs rep-137

resenting spatiotemporal satellite SST variations in COBE-SST3 as well as138

done in COBE-SST2. It is noteworthy that no satellite observations were139

directly used to construct the two version of the SST analyses. However,140

there are several differences. The resolution of COBE-SST3 was increased141

from 1° to 0.25°. While no satellite product was provided by HIF14, this142

study produced a sister product called COBE-SST3H, in which the daily143
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SST variations from 1982 to 2020 on the 0.25°× 0.25° grid were analyzed144

by using an OI scheme blending in-situ and satellite SST observations. Us-145

ing another set of EOFs representing variability of the COBE-SST3H daily146

changes, the daily changes of COBE-SST3 were reconstructed using in-situ147

observations only, while those were analyzed with OI in COBE-SST2. An-148

other difference of COBE-SST3 from the previous analyses is an attempt to149

achieve consistency with land surface air temperature (LSAT) variations on150

a monthly time scale. After this attempt, an LSAT analysis was produced151

as COBE-LSAT3.152

The analysis errors are also included in COBE-SST3. Moreover, COBE-153

SST3 includes errors in the low-frequency components that were ignored154

in COBE-SST1 and COBE-SST2. HIF14 demonstrated that the analysis155

errors are representative of the uncertainties in the SST analyses. Using the156

analysis errors, the perturbed SSTs were produced on a daily basis following157

the monthly perturbed SSTs with COBE-SST2 (Ishii and Mori 2020; Ishii158

et al. 2024). In the SST and LSAT analyses, updated observational datasets159

of SST and LSAT were used as introduced in the subsequent sections. Figure160

1 presents the analysis procedures used to construct all of the products, and161

the details of the objective analysis are presented in Appendix A.162 Fig. 1

8



3. Observations and adjustments163

The historical observations used in the analyses suffer from several types164

of biases and errors. The following subsections present methods of bias165

correction for SST, LSAT, and SIC.166

3.1 Observations167

The ICOADS Release 3.0 (ICOADS3; Freeman et al., 2017) is a pri-168

mary dataset of in-situ SST observations used in the SST analysis, available169

from the mid 17th century to 2014. From 2015 onward, the observations170

were taken from an operational dataset of the Japan Meteorological Agency.171

Compared with the former version of ICOADS, many SST observations have172

been added to ICOADS3, improving data coverage particularly in the 1850s,173

the 1910s, and the 2000s. LSAT observations were taken from GHCN ver-174

sion 4 (GHCN4; Menne et al., 2018) which stores 25,000 stations around175

the world. A number of LSAT stations have record lengths of more than176

100 years. The monthly averaged observations of GHCN4 (version QCF)177

were used in all relevant analyses of this study (Fig. 1), regardless of the178

analysis interval. GHCN4 covers a period from the 18th century onward.179

The data counts and coverage of SST and LSAT observations in ICOADS3180

and GHCN4 have grown over time, archiving newly digitized data, as the181

version number increases. The coverage increases in time from 20% in the182
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1950s to 80% in recent decades (Fig. 2a). Notably, the SST coverage183

changes, influenced by political circumstances during the World Wars and184

by newly archived data around the 1880s (Woodruff et al. 2011; Freeman185

et al. 2017), similar to that of surface pressure observations (Ishii et al.186

2024). The 5-degree grid box was chosen with the assumption that one or187

more observations in a box represent the SST in the same box. This as-188

sumption is supported by the spatial decorrelation scale of 600 km for SST189

(HIF14), and a similar size of the scale can be expected for LSAT.190 Fig. 2

The majority of SST measurements were made with bucket before the191

1940s, replaced by engine room intake (ERI) around World War II (Fig.192

2b). It is highly likely that the mixture of bucket and ERI is categorized193

as unknown type (Kennedy et al., 2011; HIF14; Huang et al., 2015; Chan194

and Huybers, 2019). In contrast to COBE-SST2, the current analysis used195

near-surface observations of the ocean subsurface measurements, such as196

Argo, bottle sampling, CTD (Conductivity, Temperature, and Depth), XBT197

(eXpendable Bathy Thermograph), and MBT (Mechanical Bathy Thermo-198

graph). The details of subsurface temperature measurements are docu-199

mented by Boyer et al. (2013) and Good et al. (2013). These observations200

have improved the data coverage since the 1950s, especially the Argo float201

data with the greatest coverage since the mid 2000s, which are archived in202

ICOADS3. The peak of the unknown type in the 2000s is due to the lack of203
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the metadata in the real-time data exchange through the Global Telecom-204

munication System maintained by the World Meteorological Organization205

(WMO). The ICOADS project provided the near real-time extension in206

which the metadata of about 70% WMO Voluntary Observing Ships were207

recovered (Freeman et al. 2017; Liu et al. 2022). This extension was not208

used in the present study, but it has to be considered in the future analy-209

sis. This study used satellite observations from multiple satellites equipped210

with the Advanced Very High Resolution Radiometer (AVHRR) Pathfinder,211

the Advanced Microwave Scanning Radiometer (AMSR) aboard the NASA212

Aqua satellite, and the WindSat multi-frequency polarimetric radiometer213

aboard the U.S. Navy’s Coriolis satellite.214

The gridded nighttime marine air temperature observations from HadN-215

MAT2 (Kent et al. 2013) were used to estimate the SST biases as described216

in Sec. 3.2. The Japanese atmospheric reanalysis, JRA-55 (Kobayashi et al.217

2015), was used to estimate the LSAT biases (Sec. 3.4) and to construct218

COBE-LSAT3 (Sec. 4). COBE-SST3, COBE-SST3H, and COBE-LSAT3219

were compared with several counterparts in Sec. 5. A major SST analysis220

using the satellite data is NOAA/USA Daily OISST version 2.1 (Reynolds221

et al., 2007; Huang et al., 2021; DOISST2.1, hereafter). This analysis is222

available on a 0.25° grid from 1982 onward. Two major historical monthly223

analyses are the Hadley Center SST version 4 (HadSST4; Kennedy et al.,224
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2022) and Extended Reconstruction SST version 5 (ERSST5; Huang et al.,225

2017). The resolution of these is 5° and 2°, respectively, and the former226

contains data-missing grid points that change spatially in time. COBE-227

SST3 are interpolated to the coarser grids by simply averaging the 0.25°228

grid point values over the coarser grid, when it was compared with these229

analyses. In addition to this, the comparison was made for collocated grid230

data only. LSAT analyses compared with COBE-LSAT3 are the Climatic231

Research Unit temperature version 4 of the University of East Anglia, UK232

(CRUTEMP5; Osborn and Jones, 2014) and the Goddard Institute for233

Space Studies Surface Temperature product version 4 (GISTEMP4; Lenssen234

et al., 2019). The former is defined on a 5° grid from 1850 to 2023 and the235

latter on a 1° grid from 1880 to 2023. The agreement between the two236

global mean temperature time series is quite high. Similar to HadSST4,237

data missing grids are included in these analyses, and the comparison be-238

tween the analyses was made as described above. Homogenization of the239

observational qualities prior to analysis or data mapping is a critical issue240

in the above individual datasets, and is addressed in their individual ways.241

Two historical reanalyses: 20CR (Slivinski et al. 2019) and OCADA,242

were used to support the detection of NMAT biases in Sec. 3.2. These243

reanalyses were produced by assimilating only surface pressure observations244

in individual atmospheric models, and they are available for more than 150245
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years starting in the mid 19th century.246

3.2 In-situ SSTs observations247

In this study, the SST bias model proposed by HIF14 was discarded,248

and a new approach was taken to identify the biases of low quality SST249

observations more objectively than before. Namely, the biases of several250

observational types (Table 1) were estimated using a variational minimiza-251

tion approach same as the objective analysis method adopted by HIF14.252

Among the types, buoy and Argo observations were regarded to be accu-253

rate, and the biases of bucket, ERI, CTD. bottle, XBT, MBT, unknown,254

and other types were estimated. In HIF14, the unknown type was assumed255

to be a mixture of ERI and insulated and uninsulated buckets, and the256

proportion of each type in all unknowns was estimated in a specific way.257

This approach had three unknown parameters, but in the end a single bias258

for the unknown-type observations was given for each year. Because of this,259

the new approach treated the unknown type as it is. Similarly, CTD and260

bottle sampling types were grouped together, and XBT and MBT as well.261

In total, biases were calculated for 6 types.262

First, the Folland and Parker (1995) corrections were applied to all263

bucket and unknown-type observations prior to 1939 (Chan and Huybers264

2019; Kennedy et al. 2022). The Kobe Collection data archived in the265
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1960s (deck 118 in ICOADS3) were corrected by adding 0.5 K due to the266

truncation of the tenth digit at the time of archiving (Kanda 1962; Chan267

et al. 2019). Second, box averages of each type on a monthly 5° × 5° grid268

were calculated and used to estimate the SST biases. The biases to be esti-269

mated change from year to year, and a constant value is taken per year for270

each type. For the bias estimation, all available SST differences between the271

buoy and Argo float observations and those of the six types were separately272

averaged over the globe with area weights. In addition to these differences,273

the differences between the 6 types were used in the bias analysis. The274

observations of high precision are limited to the period after the 1980s (Fig.275

2b). Therefore, the global mean air-sea temperature differences (Smith and276

Reynolds 2002; Huang et al. 2015) were also introduced into the bias analy-277

sis, assuming that the difference are constant on a climatological time scale.278

HadNMAT2 was used for this purpose, as in ERSST4 and HadSST4.279

The global mean time series of HadSST4 and HadNMAT2 commonly280

show a peak in the early 1940s (e.g., Parker et al., 1995). Similar peaks281

are also seen in COBE-SST2 and ERSST4. This is obvious because the282

SST bias corrections were obtained with reference to HadNMAT2, and may283

be unavoidable because large uncertainties in the maritime variations at284

timing of World War II affect the SST analyses (Kennedy et al., 2011;285

HIF14; Huang et al., 2015). In contrast, there is no such peak and no such286
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steep change in the LSAT time series of CRUTEM5. At the point of the287

thermal stability, more moderate temperature variations are expected at the288

ocean surface than at the land surface. However, the differences between289

CRUTEM5 and HadNMAT2 on decadal time scales appear to be large in290

the period in question as well as in the 1900s and the 1910s, while those in291

recent decades vary within ±0.05 K (Fig. 3). A bandpass filter constituted292

by 31-year and 5-year running averaging was applied to obtain the above293

time series.294

In general, LSATs are influenced by SSTs and vice versa, and these295

variations on the decadal scales are expected to be spatially homogenized296

to some extent. In fact, the LSAT and NMAT time series of the obser-297

vations and the two reanalyses vary in phase with each other mostly over298

the period, although the LSAT and NMAT are averaged over the different299

regions. Such features are also seen in the CMIP6 historical experiments300

(Eyring et al. 2016) with 31 coupled atmosphere-ocean models (Fig. S-1301

of in the supplemental material). Interestingly, these LSAT and NMAT302

variations appear to be synchronized across the models. The CMIP6 model303

experiments suggest that the decadal LSAT and NMAT variations are ex-304

cited by the external forcing, especially volcano aerosols which are classified305

as natural forcing.306

Although the exact reason is not clear, two troughs of the LSAT-NMAT307
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differences appear in the 1910s and the 1940s. In addition, the signs of the308

LSAT and NMAT anomalies in the 1910s are opposite to each other. In309

this study, a correction represented by the black curve in the figure was310

applied to HadNMAT2 for the period from 1890 to 1950. The reason for311

the starting year of 1890 is that the global averages of SST, NMAT, and312

LSAT coincide around 1890 and the SST biases in the 1880s appear to313

be close to those in the 1890s. In contrast, the global mean NMATs are314

higher than LSATs in the 1880s as well as in the 1910s. The corresponding315

time series from OCADA and 20CR follow the LSAT observations well,316

and show that the amplitudes of maritime air temperatures are generally317

smaller than those on land. Note that OCADA used COBE-SST2 to which318

the NMAT bias corrections of this study were not applied. The above319

discussion could be supported by the uncertainties in the bandpass LSATs320

(yellow shading in the figure), which are much smaller than the LSAT-321

NMAT differences. These uncertainties were computed, considering only322

the observation sampling. Supplementary Fig. S-2 demonstrates how close323

the reanalysis LSATs and NMATs averaged over the observation-available324

grid are close to those averaged over the full model grid.325

A prolonged El Niño event in the early 1940s reported (Brönnimann326

2006) may have little affect on the warm signal of the global mean SST and327

NMAT, since such signals tend to be attenuated by the bandpass filter.328 Fig. 3
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The SST bias corrections for the six types were analyzed by the vari-329

ational minimization, using the area-weighted global mean differences of330

SST and NMAT minus SST introduced above (Appendix A.5). Error vari-331

ances of background and the differences were set to be 1:1. In addition,332

the data coverage of the available differences was taken into account in the333

latter. The number of the difference samples was increased by adding the334

differences between the six types which were assumed to be independent335

of the differences between the six types and the high-precision observations336

including NMAT. This reduced the estimation errors in the resulting biases.337

Data samples for five consecutive years were used to calculate the correc-338

tions for the central year of the period. The zero background was used in339

the analysis. After applying the analyzed biases to the 6-type observations,340

the initial differences between all pairs of the SST types and NMAT are341

minimized.342

The corrections for the six types in 1890 – 2018 were obtained (Fig. 4)343

and were used in the current analysis. For SST observations outside this344

period, the corrections of 1890 and 2018 were used respectively. As shown345

in the figure, the corrections vary in time depending on observation types,346

and range from -0.4 K to +0.2 K. Rather large corrections appear between347

1930 and 1975 due to the insufficient metadata. The corrections during348

this period undergo several steep changes. Many of them correspond to349
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changes in the data coverage (Fig. 2b). The unknown type occupies a ma-350

jor part of the observations around 1940, and the correction exceeds -0.2 K,351

decreasing steeply after 1944. These features are in agreement with previ-352

ous studies (Kennedy et al., 2011, HIF14, Huang et al., 2015). Although353

the SST observations of bucket, ERI, and unknown type suffer from warm354

biases in the 1960s, these have gradually decreased with time. This makes355

the global mean low-frequency components of the SST analysis more pos-356

itive compared to the case of biased observations. No serious SST biases357

appear in recent years (see also Table 1). The observation types recorded358

in ICOADS3 are not necessarily accurate, and therefore the previous re-359

searches tried to compensate them by using additional literature such as360

the World Meteorological Organization publication 47 (Kent et al., 2007,361

Kennedy et al., 2011, HIF14). In this study, the corrections were calculated362

separately for the types as are recorded in ICOADS3. The unknown type363

is thought to include bucket and ERI mainly. This may be true as far as364

the corrections of bucket, ERI, and unknown type from the 1940s to the365

1960s area concerned. The ERI corrections largely reduce the magnitude366

in the 1950s corresponding to the data coverage. Interestingly, the bucket367

corrections take large negative values around 1970, although most of the368

bucket observations are thought to be negatively biased. This implies that369

many ERI observations are assigned to the bucket type. The unknown type370
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corrections are comparable to the bucket corrections before 1920, suggest-371

ing that the most of unknown type measurements were mainly made with372

buckets. CTD measurements started in 1966 (Gouretski and Reseghetti373

2010), and therefore bottle sampling before the 1960s occupies a most part374

of the CTD-Bottle group. Many bottle sampling observations were observed375

colder than the others, and the corrections were estimated to be at most376

0.2 K in the end.377

Prior to the objective analysis, the SST biases were subtracted using378

the corrections shown in Fig. 4. Exceptionally, the ERI observations before379

1965 were corrected by using larger negative corrections between ERI and380

unknown types.381 Fig. 4

Table 1

3.3 Satellite SSTs observations382

Observations from four sun-synchronous polar-orbiting satellites: Pathfinder383

AVHRR, AMSR-E, AMSR2, and WindSat, were used in this study. The384

latest Pathfinder AVHRR version 5.3 level 3 data, originally defined in a385

4-km resolution (Saha et al. 2018) and obtained from NOAA/USA, were386

averaged on a daily 0.25°× 0.25° grid. The other satellite data on the daily387

0.25°× 0.25° grid were provided by the Remote Sensing Systems (Wentz388

et al. 2013, 2014a,b). The Pathfinder observations are available since Au-389

gust 1981 onward and are the longest among the satellites. After June 2002,390
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the satellite SST analysis can use multiple satellite observations, and then391

the data coverage jumps up from about 50% to 80% at that time. Data in392

sea ice areas are missing commonly among the satellites.393 Fig. 5

The satellite SST observations are separated for day and night on a394

daily basis, because the satellites use different sensors or frequency bands395

between day and night. Therefore, the daytime and nighttime adjustments396

to the bias-corrected in-situ observations were calculated prior to the analy-397

sis. First, the 50-day scale adjustments of the Pathfinder observations were398

estimated using a daily OI scheme with a spatial scale of 1,500 km (Reynolds399

et al. 2007). The OI scheme used in-situ minus satellite observations in a 50-400

day data window. These adjustments vary slowly over time on a large scale.401

This is necessary to properly define the adjustments in data sparse regions402

such as the southern oceans in years prior to 2000. Second, the three-day403

scale adjustments for the other satellites were calculated similarly to the404

above, but compared with the bias-corrected Pathfinder and in-situ SSTs.405

In this adjustment, large differences in SST between the satellites are often406

observed along the edges of swath. To reduce such differences, the spatial407

scale was set to be 300 km. The adjustments were analyzed on a daily 1°×408

1° grid, and the observational errors for “daily” in Table 1 were used by the409

above two OI schemes.410

As a result, positive adjustments are required on the global average for411
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the Pathfinder satellite SSTs, and the magnitude is larger for nighttime412

SSTs than for daytime SSTs (Fig. 6). The 1985 – 2015 global averages413

are 0.49 K in nighttime and 0.32 K in daytime, which are somewhat larger414

than the in-situ SST biases listed in Table 1. In contrast, the global mean415

adjustments of the other satellites are in the range of -0.1 K to +0.1 K416

mostly. The local adjustments of all satellites are within ±1 K in most417

regions. In the case of Pathfinder, the maxima are approximately 1.5 K,418

while large adjustments on the 3-day scale spottily appear, exceeding 3 K419

in some areas.420 Fig. 6

3.4 LSAT observations421

Monthly mean land surface observations from GHCN4 were used in the422

current analysis. It was confirmed that the metadata for location and date423

were well organized in the database. To homogenize the quality of the LSAT424

observations, a simplified scheme was adopted for the temperature adjust-425

ment, in which the time series of the observations at the all stations were426

adjusted to the JRA-55 surface air temperatures. In particular, long-term427

time series of LSAT generally includes a significant warming trend that must428

not be removed by this adjustment. In this scheme, a single correction value429

per station is calculated since no stations with large relocations or large data430

gaps were detected. The corrections correspond to the adjustment of the431
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altitude from the observation point to the JRA-55 land surface.432

For the JRA-55 period beginning in 1958, LSATs at stations were ad-433

justed to the JRA-55. If the LSAT observations were available in more434

than 360 months of the period from January 1958 to June 2023, or in more435

than 120 months only for stations with no observations before 1958, the436

adjustments were determined as the average of the differences in LSATs be-437

tween JRA-55 and the observations. Before 1958, LSAT reference fields as438

proxies for JRA-55 were estimated by reconstruction (Appendix A.3) using439

empirical orthogonal functions representing detrended interannual LSAT440

variations of JRA-55 on a monthly 1°× 1° grid during 1961 – 2005. This re-441

construction used LSAT observations whose adjustments had already been442

determined. The global mean value of all available samples was unchanged443

before and after the reconstruction. If samples were available in more than444

360 months, including the JRA-55 period, the adjustment was calculated.445

The procedure was repeated once more, where the adjustments at the re-446

maining stations were defined using samples available in more than 120447

months. Almost all stations had LSAT data samples in more than 120448

months, and the adjustments for these were successfully computed.449

There is an advantage to this approach; the adjustments can be com-450

puted easily and objectively at many stations, even if the LSATs have a451

significant trend. Moreover, feasible adjustments could be obtained even452
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when the data length is too short to define the climatology at the station.453

However, the use of a single adjustment may be imperfect if time-varying454

instrumental or human errors are critical at the station, although it has455

been mentioned above that the metadata were well organized. The recon-456

struction was performed on the 1°× 1° grid rather than on courser grids.457

This is because interpolation errors in LSAT become extremely large along458

steep terrain when a course grid is used.459

3.5 SIC observations and SIC-SST relationship460

The previous SST analysis used a combination of satellite observations461

of SIC observations and a centennial analysis over the Arctic regions based462

primarily on ship reports and aerial reconnaissance (Walsh and Chapman463

2001). The satellite SIC analysis was performed on a 0.25°× 0.25° grid from464

November 1978 to the present (HIF14) using the bootstrap method (Comiso465

et al. 1997). The current satellite SIC analysis follows COBE-SST2, and466

the latest historical SIC analysis in the Arctic and the surrounding regions467

from 1850 to October 1978 (Walsh et al. 2017) was used. The SIC-SST468

relationship of HIF14 was used in the current analysis, which gives SSTs469

over sea ice areas from the analyzed SIC values by quadratic functions470

spatially different on a climatological monthly basis. It is unique in that471

the relationship takes into account spatially varying freezing points as a472
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function of the climatological salinity. The Walsh et al.’s SIC is partially473

undefined in Sea of Okhotsk, and is completely missing in the Southern474

Hemisphere. In these regions, SIC averages from 1979 to 1988 and from475

1979 to 1986, respectively, were embedded in the former and the latter476

regions, respectively. The averaging period for the Southern Hemisphere477

was chosen to provide a smooth transition of the SIC values in 1978.478

4. Objective analyses479

Using the SST, LSAT, and SIC observations described in the previous480

section, the new analysis shown in Fig. 1 was performed. The final product481

of COBE-SST3 is a sum of low-frequency components, interannual varia-482

tions, and daily changes. In the current analysis, 31-year running averages483

were regarded as the low-frequency components, and the interannual vari-484

ations were defined as deviations from the low-frequency components on a485

monthly basis. The daily SST changes were analyzed as deviations from486

interannual variations. In the current analysis, the 31-day running averages487

are considered as the interannual variations. The analysis schemes were488

the same as in HIF14. A unique feature of the current analysis is that the489

consistency between and LSAT and SST was considered in the analyses for490

low-frequency component and interannual variation. The fitting of NMAT491

to LSAT on decadal time scales in the in-situ SST bias correction mentioned492

24



above (Sec. 3.2) is another attempt at the consistency.493

First, the climatology and standard deviation for the SST analyses were494

taken from MGDSST, which is a real-time daily SST analysis on a 0.25°×495

0.25° grid at the Japan Meteorological Agency. Before the climatology was496

computed, MDGSST was slightly modified around the sea ice regions with497

reference to COBE-SST2 for a better agreement with the SST observations.498

After the completion of the high-resolution SST analysis, COBE-SST3H,499

using the satellite observations were completed, the climatology and the500

standard deviations were replaced by those of COBE-SST3H. The period of501

the climatology was 31 years from 1985 to 2015. The same quality control502

schemes as used by HIF14 were applied to the current analyses.503

Sparsely sampled SST proxies given by the SIC-SST relationship were504

used in the all SST analyses (Fig. 1). This ensures the continuity of the505

SST analyses around the sea ice margins. Namely, to represent detailed SST506

distributions in the sea ice regions, the final SST values were determined by507

(1 − I)Tan + ITproxy, where I, Tan, and Tproxy are SIC, analyzed SST, and508

SST proxy, respectively.509

4.1 Low-frequency components510

Previously, the low-frequency components were defined by the leading511

EOF mode calculated from the 5° × 5° box-averaged SST observations512
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(HIF14). In the current analysis, the low-frequency SSTs and LSATs were513

defined as 31-year running means of the same month on the 1° × 1° grid.514

This means that the low-frequency components include seasonality. As done515

before, the low-frequency components were not provided directly from the516

box averages, which include many undefined values, but from the fully filled517

fields by reconstruction (Appendix A.3). Importantly, this reconstruction518

of the SST and LSAT fields was conducted simultaneously, taking into ac-519

count the covariance between them. The global mean values were preserved520

before and after the reconstruction. In other words, the global mean SSTs521

and LSATs of the final products are close to the global means of the box av-522

erages. The EOFs representing the interannual variability were taken from523

those of HIF14, and the JRA-55 is for the LSAT EOFs. The EOFs used524

for the reconstruction explain 95% of the total variance. The reason for the525

use of the 1° × 1° grid higher than that in HIF14 is that the interpolation526

errors in LSAT become extremely large along steep terrain for the case of527

the 5° × 5° grid. The SST values in the sea ice areas were replaced by those528

given by the SIC-SST relationship after the reconstruction with the above-529

mentioned scheme. The trend components were validly defined from 1860530

to 2005. Before 1860, the low-frequency components take the same values531

as those in 1860, because of a severe lack of data before 1845. After 2005,532

the low-frequency components were tentatively given by weighted averages533
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of the reconstructed SSTs and LSATs.534

Errors in the low-frequency components were estimated by a nonpara-535

metric approach (Ishii et al. 2017), using the above-mentioned box averages.536

The low-frequency components for 2005 were calculated by reconstructing537

from box averages from 1990 to 2020 selected to resemble the spatiotempo-538

ral distributions before 1989. The error of the year was defined as the root539

mean square difference (RMSD) between the original and the calculated540

low-frequency components. One-sigma errors in the low-frequency SSTs541

and LSATs from 1850 to 1989 are shown in Fig. 7, which vary with the542

seasons. The grid-wise errors in the low-frequency LSAT decrease by about543

0.25 K from 1850 to the end of the 1980s, while the decrease for that of SST544

is -0.1 K. The errors in the global means are within 0.01 K for SST and545

within 0.03K for LSAT in the period except for the early years. Merits of546

the simultaneous SST-LSAT reconstruction are demonstrated in Section 5.547

The errors are included in the final analysis errors of COBE-SST3, which548

were missing in COBE-SST2.549 Fig. 7

4.2 High resolution SST550

The high resolution SST analysis was performed from 1982 to 2020 on551

a daily 0.25°× 0.25° grid. In the analysis, the increments of SST on the552

day from the previous day were calculated by OI blending the satellite553
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and in-situ data (Appendix A.2). This approach is the same as that of554

the COBE-SST1 daily analysis. However, several analysis parameters have555

been changed, referring to Reynolds et al. (2007) who produced the first556

version of DOISST2.1. The spatial correlation scale varies in proportion to557

the standard deviations of the spatial daily changes, ranging from 50 km to558

150 km. Temporal correlation scales of 15 days and 3 days were given to the559

in-situ and satellite observations, respectively. Those along Kuroshio and560

the Gulf Stream have local minima close to 50 km. The observational errors561

used here are background errors of daily SST changes multiplied by relative562

errors of individual types listed in the “Daily” column of Table 1. The563

background errors for the analysis of the daily increments are given by the564

standard deviations of daily and interannual SST variations multiplied by565 √
2(1− Ct) (Ishii et al. 2005), where Ct denote temporal decorrelation for566

the daily analysis. The value of Ct was set to 0.72, which corresponds to a567

temporal decorrelation scale of 3 days. The relative errors in the table were568

determined with reference to the previous study (Ishii et al. 2005; Reynolds569

et al. 2007; Hirahara et al. 2014). The satellite, buoy, and Argo observations570

were treated as more reliable inputs to the analysis than the others. The571

daily analysis used the in-situ observations and the satellite observations572

available during the day, assuming the nighttime and daytime satellite and573

in-situ observations were independent of each other. The multiple satellite574
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observations were merged on the 0.25° grid prior to the analysis.575

After the analysis was completed, the climatology, the standard devia-576

tions, and the EOFs of the interanual SSTs and daily changes used by the577

subsequent analyses were replaced by those calculated from COBE-SST3H.578

Thus, COBE-SST3H determines the overall quality of the SST variations579

on the daily to interannual time scales.580

4.3 Reconstructing interannual variations581

Long-term SST and LSAT variations as the above-defined low-frequency582

components plus the interannual variations were estimated by reconstruc-583

tion on a 1°× 1° grid (Appendix A.3). The SST and LSAT interannual584

variations were simultaneously analyzed, considering covariance between585

them using the SST and LSAT observations together. Here, the reconstruc-586

tion analysis scheme was extended for multiple variables as described in587

Appendix A.3. The ocean and land surface grids used in the analysis are588

not complementary. That is, some grid points near islands or along the589

coast overlap between the two grids.590

The analysis aims at producing interannual variations equivalent to the591

31-day running averages used to construct the interannual variations of592

COBE-SST3, as well as to produce the monthly COBE-LSAT3. Accord-593

ingly, the analysis was performed on the daily basis with a 31-day data594
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window. Although the LSAT observations are monthly mean, the observa-595

tions for the consecutive 3 months were used. The relative observational596

error of LSAT was set to 1.5 (Table 1).597

Prior to the analysis, EOFs representing monthly interannual SST vari-598

ations from 1961 to 2005 were calculated using combined COBE-SST2 from599

1961 to 1981 and COBE-SST3H from 1982 to 2005. Monthly COBE-SST2600

used here was provisionally updated with the newly-defined observational601

bias corrections and the new climatology, and the monthly interannual vari-602

ations of COBE-SST3H defined on the 0.25°× 0.25° grid was interpolated to603

the 1°× 1° grid. As for the interannual LSAT analysis, the monthly JRA-55604

surface air temperatures were used for the EOF computation. The low-605

frequency components in the two fields were subtracted prior to the EOF606

computation. The correlation matrix used for reconstruction were calcu-607

lated from normalized time series of the EOF scores of SST and LSAT from608

1961 to 2005. The non-diagonal components in the correlation matrix were609

0.5 at most. Using the 45-year time series of the combined COBE-SST2610

and COBE-SST3H, some EOFs can represent decadal to multidecadal SST611

variability.612

The reconstruction scheme of HIF14 was extended to perform the si-613

multaneous analysis of SST and LSAT. In this scheme, the SST fields are614

objectively analyzed using both SST and LSAT observations, and the LSAT615
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fields are also analyzed, as well. How the SST (LSAT) analysis is hetero-616

geneously reproduced from LSAT (SST) observations only was tested as617

reported in Sec. 5.2, compared with the homogeneous analysis where the618

analysis and the observations are identical. The reconstruction used 364619

and 324 EOFs modes of SST and LSAT, respectively, explaining 98% of the620

total variance. Some of the higher EOF modes represent SST variations in621

closed seas or local areas. One of the purposes of the reconstruction is to622

obtain SST fields with sufficient variability at global grid points. Therefore,623

more than 300 EOFs were used. The analysis errors in the interannual vari-624

ations were calculated based on the theory of objective analysis (Appendix625

A.3).626

4.4 Reconstructing historical daily variations627

The final step in the completion of COBE-SST3 is the reconstruction628

of the historical daily SST fields that were added to the 31-day running629

mean SSTs presented in the previous section. The daily changes, i.e., the630

deviations from the 31-day running means, were reconstructed using only631

in-situ observations on the 0.25°× 0.25° grid (Appendix A.3). Prior to this632

analysis, another set of EOFs were calculated from time series of the daily633

differences between COBE-SST3H and the 31-day averages described in634

Sec. 4.3, the latter of which were interpolated to the 0.25°× 0.25° grid.635
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Note that the daily changes of COBE-SST3H were not used for the daily636

EOF computation because a part of the interannual variations of COBE-637

SST3H is missing in the 31-day running means defined on the low resolution.638

As a result, several leading EOFs represented SST variations on month to639

seasonal time scales. In fact, numerous EOF modes were needed to represent640

the high resolution variance of the daily changes: 987 modes were used in641

the current analysis, explaining 85% of the total variance.642

Reconstruction can produce substantial variances of SST variations from643

sparsely distributed observations. However, this is a double-edged sword;644

sometimes unrealistic daily SST changes are reconstructed from somewhat645

erroneous observations. In order to minimize such SST changes, a 31-day646

observation window was chosen this time. Accordingly, the temporal corre-647

lation scale of 7.5 days was used.648

Similar to the case of interannual variations, the analysis errors were649

calculated. Finally, the uncertainties in the analyzed SSTs were estimated at650

every grid point and time step as the sum of the errors in the low-frequency651

components (Fig. 7) and the analysis errors of the interannual variations652

and the daily changes. These three error components were assumed to653

be independent of each other. HIF14 demonstrated that the theoretically654

calculated errors were in agreement with uncertainties nonparameterically655

estimated errors.656
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4.5 Perturbations657

A set of perturbed COBE-SST3 was constructed, based on the anal-658

ysis errors calculated above. The methodology developed by Ishii and659

Mori (2020) and Ishii et al. (2024) was used with a slight modification660

(Appendix A.4). The perturbations have several useful properties: ran-661

domly configured but spatiotemporally continuous changes in each mem-662

ber, ensemble spreads equivalent to the analysis errors, any ensemble size of663

perturbations, and SIC perturbations consistently accompanied to the SST664

perturbations.665

The SST perturbations are a sum of low-frequency, interannual, and666

daily perturbations whose spreads are equivalent to the uncertainties in the667

SST analysis. The perturbed SIC was also calculated using the SIC-SST668

relationship from the precalculated SST perturbation. In this study, the669

ensemble size was set to 300.670

5. Results671

This section presents the results of the SST and LSAT analyses (Fig.672

1). An analysis sample shows the daily SSTs in the seas around Japan on673

March 15, 2005 (Fig. 8). There are unique and complicated oceanic struc-674

tures below the sea surface around Japan; the Kuroshio warm and Oyashio675

cold currents, which are key factors in climate and ecosystem variations676
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meet around 35°N east of Japan (Yasuda 2003), and the Japan Sea con-677

tains subtropical and subarctic waters, and the Yellow and East China Seas678

are affected by a bathymetric effect across the continental shelf (Xie et al.679

2002). The March SSTs are reflected by ocean structures below the sea680

surface. The new analyses, COBE-SST3H and COBE-SST3, show fairly681

large spatial variability influenced by Kuroshio, Oyashio, and subtropical682

and subpolar fronts, compared with the low resolution COBE-SST2. At683

that time, the southward shift of Oyashio appeared with cold SST anoma-684

lies around (140°E, 37°N). In addition, the Kuroshio meandering event had685

been occurred since July 2004, and was on its way to the final stage at this686

time. These features are similar to those observed in DOISST2.1.687 Fig. 8

5.1 Global means688

The time series of global mean SST and LSAT anomalies are basi-689

cally determined by their low-frequency components after removing possible690

amounts of bias in the observations (Sec. 3.2). This is understandable from691

the fact that the low-frequency components are equivalent to the secular692

changes in the final SST and LSAT analyses (Fig. 9). Furthermore, COBE-693

SST3 and COBE-LSAT3 are overall in good agreement with the analyses694

of the other centers.695

Differences between COBE-SST3, HadSST4, and ERSST5 are small in696
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the base period from 1991 to 2020, while those outside of the base period697

exceed the 95% confidence intervals of the present analysis. The uncer-698

tainty in the global mean COBE-SST3 is 0.1 K in the 1850s, decreasing to699

0.03 K in the 2010s. The temporal change in data coverage mainly deter-700

mines the magnitude of the uncertainties, and the estimated uncertainties701

were approximately equivalent to those computed by HIF14. The result702

in the figure suggests that the global mean SST analyses suffer from the703

uncertainties in the in-situ SST biases identified by the individual centers704

especially before World War II. In contrast, there is a good agreement in705

the global mean LSAT anomalies among the analyses, although CRUTEM5706

is higher than the other two analyses before 1950, locating the margin of707

the confidence interval.708

The global SST anomalies of COBE-SST3 increase from 1910 to 1940709

and turn to decrease toward the 1970s. These changes are moderate like710

those of LSAT. In contrast, both HadSST4 and ERSST5 show rather steep711

changes in the 1940s as also seen in COBE-SST2. In fact, the subtraction of712

the decadal-scale NMAT-LSAT differences from HadNMAT2, used for the713

SST bias calculation (Sec. 3.2), contributed to the reduction of the peak714

anomalies of COBE-SST3 in the 1940s. Moreover, the amplitude of the715

COBE-SST3 variability on interdecadal scales is generally smaller compared716

to COBE-LSAT3 in contrast to HatSST and ERSST around 1940 (Fig.717
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9c). The SST cooling around 1910 appears significant, although the SST718

and LSAT vary with the comparable amplitudes on the decadal time scales.719

This signal seems unrelated to external variations induced by anthropogenic720

aerosols or solar activity or volcanic eruption, as the observed SST anomalies721

are near the bottom of the CMIP model ensembles (Olonscheck et al. 2020).722

Future studies may be needed to understand what caused this signal.723 Fig. 9

5.2 SST-LSAT consistent interannual variations724

The interannual variations of SST and LSAT were analyzed simulta-725

neously by using the reconstruction technique with the covariance between726

SST and LSAT (Sec. 4.3). By introducing this approach, the analysis errors727

were reduced by about 5% and about 20% for SST and LSAT, respectively.728

This is theoretically obvious because the simultaneous analysis reduces the729

errors by using more observations than in the separate analyses. The large730

reduction in the LSAT errors is due to the number of SST observations731

being larger than that of LSAT.732

To understand the advantage of the simultaneous analysis, two addi-733

tional experiments were performed for years from 1985 to 2015, as sum-734

marized in Table 2: the simultaneous analysis with SST observations only735

(experiment B) and the analysis with LSAT observations only (experiment736

C). Experiment A in the table is the standard analysis in which the SST737
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and LSAT observations were combined. The SST (LSAT) analysis with738

LSAT (SST) observation only is referred to as the heterogeneous analy-739

sis, hereafter. In contrast, the SST (LSAT) analysis were made using SST740

(LSAT) observations in case of the homogeneous analysis. The results of the741

standard analyses are mostly equivalent to the corresponding homogeneous742

analyses.743 Table 2

Figure 10 shows RMSDs and correlation coefficients (CCs) of the monthly744

mean SST and LSAT between the homogeneous and the heterogeneous anal-745

yses. The differences were normalized by the interannual standard devia-746

tions used in the simultaneous analysis. The RMSDs less than 1 and high747

CCs indicate that the heterogeneous analysis can produce SST and LSAT748

anomalies close to the homogeneous analysis. More interestingly, observa-749

tions near islands and along the coasts are expected to act as homogeneous750

observations in the heterogeneous analysis. Therefore, the simultaneous751

analysis is expected to improve the SST and LSAT analyses over the globe,752

especially in low latitudes and coastal areas. In contrast, many low cor-753

relation coefficients are seen in mountainous regions of Asia and Africa.754

This result suggests an intrinsically low correlation of JRA-55 LSATs with755

observed SSTs.756 Fig. 10

Figure 11 shows detrended time series of SST analyses over the Nino3 re-757

gion (150°W– 90°W, 5°S– 5°N) and LSAT analysis over the South America.758
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Irrespective of the homogeneous or heterogeneous analyses, the simultane-759

ous analyses reproduce interannual variations of the area-averaged SSTs760

and LSATs, which are highly correlated with each other, as Fig. 10 sup-761

ports. In data sparse periods before the 1870s for SST and before the 1890s762

for LSAT, the interannual variations greatly reduced. The reason why the763

heterogeneous analysis can produce the SST and LSAT variations of the764

homogeneous analysis is not so simple. The simultaneous analysis scheme765

produces the heterogeneous deviations from the background through the766

prescribed covariance between SST and LSAT, maximizing the amplitudes767

of the deviations as much as those of EOFs used in the analysis. The768

heterogeneous observations are used in the analysis as observations of low769

quality, i.e., with large observational errors, and many observations are lo-770

cated far from the grid points of the analysis. In fact, the figure shows good771

agreement between the homogeneous and heterogeneous analyses through-772

out the period. This suggests that the SST and LSAT observations used in773

the analysis are consistent with each other over the period, and that EOFs774

used for the reconstruction work well even in the independent period, i.e.,775

the outer part of 1961–2005. Additional LSAT time series for the African776

continent are shown in Supplementary Fig. S-3.777 Fig. 11
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5.3 Daily variations778

Compared to COBE-SST2, the new SST analyses show spatiotemporally779

higher daily variability on the 0.25°× 0.25° grid in both COBE-SST3H and780

COBE-SST3. The daily SST anomalies agree with DOISST2.1 (Fig. 12) in781

the global oceans, with RMSDs less than 1 K and anomaly correlation coef-782

ficients (ACCs) greater than 0.8. However, the agreement is worse than the783

low resolution monthly COBE-SST2 (Fig. 10 of HIY14). RMSDs exceed 0.5784

K along Kuroshio, the Gulf Stream, and sea ice margins, and in areas of high785

eddy activity. Differences in SIC and the SST proxy estimated from SIC786

between COBE-SST and DOISST2.1 caused some part of the large RMSDs,787

while the corresponding ACCs are high or not serious. Table 3 shows statis-788

tics comparing the daily SSTs directly with the buoy and Argo observations.789

The biases, ACCs, and RMSDs of COBE-SST3H are very similar to those790

of DOISST2.1. The analysis scheme of COBE-SST3, which did not use the791

satellite observations, lost some amounts of signal in buoys and Argo ob-792

servations as a result of balancing the background and observational errors.793

There are no notable differences in the statistics between the Northern and794

Southern Hemispheres, except that the biases and RMSDs for the Southern795

Hemisphere are slightly smaller than those for the Northern Hemisphere,796

probably because the buoy and Argo observations are relatively dominant797

there, compared in the Northern Hemisphere. Note that this confirms that798

39



how well the analyses matched the buoys and Argo observations used in799

the analyses. COBE-SST3H using the satellite observations incorporates800

the signals from the in-situ observations more than COBE-SST3. Or, the801

satellite biases were sufficiently removed. The daily changes are well corre-802

lated between COBE-SST3H and DOISST2.1, but rather poorly correlated803

at lower and higher latitudes (Fig. 12e). In the case of COBE-SST3 (panel804

f), ACCs are very low, while the RMSDs and ACCs are close to COBE-805

SST3H with respect to the daily anomalies (panels c and d). The satellite806

observations determine the quality of the daily SST changes.807 Fig. 12

Table 3Figure 13 shows snapshots of the SST gradient calculated from three808

analyses in the western North Pacific. The winter SST gradients are influ-809

enced by the complicated oceanic structures as already shown in Fig. 8. In810

areas east of Japan, large zonally elongated gradients appear along subarc-811

tic fronts and several branches of the Kuroshio extension. The maps dis-812

play a similarity of SST gradients between COBE-SST3H and DOISST2.1,813

although there are some local differences between them. COBE-SST3 also814

captures similar structures with slightly weaker amplitudes of the gradients.815 Fig. 13

5.4 Perturbations816

The daily SST perturbations are a part of the COBE-SST3 product.817

The perturbations represent uncertainties in the SST analysis, and are ex-818
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pected to be useful in many climate applications. In practice, uncertainties819

in variables relevant to the SST analysis, such as area averages and local820

trends, are easily calculated nonparametrically from the ensemble of the821

SST perturbations. Figure 14 shows histograms of the linear trends in the822

global and hemispheric averages and daily Nino3 SST anomalies. The his-823

tograms are close to normal distributions as the Kolmogorov-Smirnov test824

passed at the level of the 1% significance level. Exceptionally, the daily825

Nino3 SST perturbations sometimes do not conform to normality.826

The trends of COBE-SST3 are compared with those of HadSST4 and827

ERSST5 in Fig. 14a, and show rather systematic differences: larger than828

COBE-SST2, comparable to ERSST5, smaller than HadSST4. The trends829

are widely spread from −4σ to +6σ, while the estimated uncertainties of830

COBE-SST3 are too small to cover this range. Or, the uncertainties in the831

bias corrections between the centers may be large, and are not included832

in the COBE-SST3 analysis errors. A clear reason for the global averages833

is shown in Fig. 9a. Namely, most of the differences come from the dif-834

ferences between the pre-1940 SST analyses. The HadSST4 anomalies are835

significantly cooler than the others during the period. This implies that836

the SST bias correction before World War II should be standardized. The837

perturbations of the daily Nino3 SST anomaly vary from -1 K to +1 K (Fig.838

14b) . The ensemble spreads seasonally change between 0.25 K and 0.35 K,839
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corresponding to magnitudes of the analysis errors.840 Fig. 14

6. Concluding remarks841

The manuscript reports the new SST analyses, COBE-SST3 and COBE-842

SST3H. The former was constructed consistently with the long-term LSAT843

variations, and the monthly LSAT analysis was produced as COBE-LSAT3.844

The resolution of COBE-SST3 was increased from 1° of the previous analysis845

to 0.25°, and the daily SSTs were reconstructed as the sum of low-frequency846

components, interannual variations, and daily changes from 1850 to 2020.847

The analysis errors and the perturbations were accompanied by COBE-848

SST3. Although no satellite observations were used in COBE-SST3, the849

analysis contains more variances than in COBE-SST2, because the satellite850

observation variances were indirectly introduced into the COBE-SST3 by851

reconstruction of the daily changes with EOFs defined from COBE-SST3H.852

The SST bias corrections were computed separately for six instrument853

types as recorded in ICOADS3. The mixture of the types, particularly in-854

sulated and uninsulated buckets and engine-room intake (ERI), is expected855

in the records of not only the unknown type but also the bucket types.856

The corrections of ERI, bucket, and unknown type were estimated to be857

negative, and the magnitudes gradually decrease in time from the 1960s.858

Consequently, the warm SST trends were strengthened.859
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Compared to LSAT, the SST variations are expected to be moderate due860

to the thermodynamic stability of the oceans. The unusual gaps between861

NMAT and LSAT on 5–30 year time scales before the 1950s were subtracted862

from HadNMAT2, which was used for the SST bias correction in this study.863

In this way, the global mean SST changes around the 1940s become mod-864

erate in COBE-SST3. Even after the bias correction, the cold global mean865

SSTs around the 1910s look suspicious compared with the CMIP6-model866

SST responses to the greenhouse gases and aerosols. Similar anomalies were867

also confirmed in the previous analysis and those of the other centers. While868

the method used this time reduced the global mean biases of each year, local869

biases are expected to remain large. The same methodology can be used870

to detect the local biases. However this is not easy because the sources871

of SST biases are diverse, depending on countries, seasons, locations, and872

many unexpected errors. Moreover, many observations are needed to dis-873

tinguish the biases from the observed signals and random noise. It is ideal874

that the biases of individual countries or instrument types can be removed875

on the basis of the clear evidences like the Kobe Collection (Sec. 3.2). In876

the mean time, because the data coverage of NMAT during the 1940s was877

improved in ICOADS3 (Freeman et al. 2017), the uncertainties in SST are878

expected to decrease through the incorporation of these data into newer879

NMAT datasets such as CLASSnmat (Cornes et al. 2020) or UAHNMAT880
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(Junod and Christy 2020) or similar. The above issues should be addressed881

in future studies.882

In the simultaneous analyses of LSAT and SST for interannual anoma-883

lies, the both SST and LSAT observations helped to reduce uncertainties884

in the resulting analyses. The simultaneous analysis is expected to produce885

consistent SST-LSAT secular changes and fields in local domains around886

Japan and along the east coast of North America (Fig. 15). The addi-887

tional analysis experiments showed that LSAT and SST observations were888

complementary in the simultaneous reconstruction analysis. In fact, in the889

reconstruction, the heterogeneous observations are used as less reliable in-890

puts, and the variability to be analyzed is maximized. Furthermore, the891

quality of the used observations was found to high, since the heterogeneous892

analysis agree with the homogeneous analysis as far as the comparison of893

the anomalies over the Nino3 region and the South American Continent is894

concerned. The Nino3 SST anomalies can be estimated with high accuracy895

only from the LSAT observations. The above result suggests that the both896

SST and LSAT analyses during early decades will be more reliable if ei-897

ther SST or LSAT observations are more available than ever. The current898

worldwide data rescue efforts will certainly contribute to this.899 Fig. 15

The satellite observations introduce significant variances of ocean eddy900

activity into the SST analyses, and the spatiotemporal characteristics of901
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COBE-SST3H are very different from COBE-SST3 without the satellite902

observations. The use of multiple satellite observations improves the SST903

analysis simply because of the high spatial data coverage. In the meantime,904

the homogenization of the data quality is crucial for the accuracy of the905

analysis. The local gaps between the satellites are substantially large and906

this lead to uncertainties in the daily SST changes. Figure 16 shows the907

ratio of daily to monthly standard deviations in September. Roughly speak-908

ing, the areas of high ratios at low latitudes correspond to high convective909

activity, which varies seasonally and moving meridionally. These features910

are also seen in DOISST2.1. The diurnal variability is large in the tropical911

and subtropical oceans, especially around the Philippine and in the tropical912

Atlantic and Indian Oceans. In these regions, the uncertainties between the913

daily SST analyses appear to be large, shown as locally low ACC in Fig.914

12. There also appear ratios greater than one near Antarctica probably due915

to ocean eddy activity (Meredith and Hogg 2006) and observational noise916

caused by data sparseness of satellite observations (Reynolds and Chelton917

2010). The agreement of the daily changes between COBE-SST3H and918

DOISST2.1, as deviations from the 31-day running means, are somewhat919

poor, but the weekly averages are slightly better (not shown). The same sit-920

uation is expected among the other counterparts listed in Yang et al. (2021).921

The robustness of daily SST variability should be achieved in spatiotempo-922

45



rally high resolution SST analyses.923 Fig. 16
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Appendix957

A. Objective analysis958

The appendix presents the theoretical background of the methods used959

in the current SST analysis.960

A.1 Variational minimization961

On several occasions in this study, the following types of the cost func-962

tion J (Eq. 1) are introduced, and is minimized to obtain the multiple963

solutions, vector x, using all available observations, vector y. The solutions964

are estimated by considering the error magnitudes of the background and965

the observations, which are denoted by the covariance matrices E and R,966

respectively. The former contains the spatial correlation structures, and the967

latter is diagonal. Matrix H is called the observation matrix that generally968

transform physics variables x into observations y. In the SST analysis, H969

denotes a bilinear interpolation operator. The solutions are computed by970

summing the observations multiplied by optimal weights K (Eq. 2 and 3).971

Matrix K contains the weights necessary for at all grid points. If x has972

a small dimension, the cost function can be minimized directly. However,973

the dimension size is usually O(105) or more, and sometimes the solutions974

are iteratively evaluated by the preconditioned conjugate gradient method975
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(Derber and Rosati 1989; Ishii et al. 2003). The latter is referred to in976

the text as variational minimization. In this approach, all solutions are977

computed at once, taking into account all available observations.978

J = xtE−1x+ (y −Hx)tR−1(y −Hx) (1)

x = Ky (2)

K = EHt(HEHt +R)−1 (3)

Suffix t indicates matrix transpose.979

The analysis error, matrix P, is theoretically defined by Eq. (4) (Ghil980

and Malanotte-Rizzoli 1991; Ide et al. 1997). Its direct computation is981

unrealistic in most cases because the dimension size is too large.982

P = (E−1 +HtR−1H)−1 (4)

A.2 OI983

Although the optimum interpolation (Gandin 1963) is old-fashioned,984

this and its variants are still used in several SST analyses (Kaplan et al.985

1998; Rayner et al. 2003; Reynolds et al. 2007; Hirahara et al. 2014), in-986

cluding the current analysis, COBE-SST3H. In OI, climatological anomalies987

or daily changes xi at a grid point i are computed as the sum of weighted ob-988
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servations ym (m = 1, · · · , N) spatiotemporally close to the grid point and989

the analysis date (Eq. 5). The optimal weights km(< 1) are computed in the990

least squares sense with the N -dimensional simultaneous linear equations991

(Eq. 6), in which the spatiotemporal covariance of the background errors992

Emn and the observational errors Rm are considered. xm is the background993

SST interpolated to the observational position of ym. The method requires994

a low computational memory because the optimization is performed in a low995

dimension determined by the number of observations available around the996

grid point. The equation (8) provides the analysis errors which are stored997

in the COBE-SST3H archive.998

xi =
N∑

m=1

km(ym − xm) (5)

N∑
n=1

Emnkn +Rmkm = Eim,m = 1, · · · , N (6)

Pi =
N∑

m=1

(1− km)Eim (7)

Eim = exp(
−δx2

im

D2
x

) exp(
−δt2im
D2

t

) (8)

The background covariance errors are given by a combination of exponential-999

type spatiotemporal decorrelation structures (Eq. 8). Variables δx and δt1000

are the spatial and temporal distances between the model grid and the ob-1001

servation location, respectively. The spatial decorrelation scales for SST,1002
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Dx, vary in space, depending on the dominant SST variations. The tempo-1003

ral decorrelation scale Dt is set to be invariant in space.1004

A.3 Reconstruction1005

In the reconstruction analysis, the SST field is decomposed by empir-1006

ical orthogonal functions (EOFs) representing detrended interannual SST1007

variations or daily SST changes. In this case, E for the interannual varia-1008

tion and the daily change can be expressed as FΛFt, where Λ and F are1009

eigenvalue and eigenvalue matrices, respectively. Λ is diagonal. In practice,1010

all EOFs are not used, and E is truncated by a limited number of EOFs.1011

This number is usually much smaller than the number of grid points. With1012

this EOF-truncated background error covariance, the minimization of the1013

cost function (Eq. 1) can be implemented with a low computational cost.1014

In essence, the spatial variability of analyzed SST is homogenized, and the1015

observational noise is reduced by the prescribed EOF patterns, especially1016

in data-sparse years (Smith and Reynolds 2003).1017

The analysis error of Eq. (4) is rewritten as Eq. (9), and they can be1018

directly calculated with a fairly low computational cost. Only the diagonal1019

components of P are computed and stored in COBE-SST3. As reported1020

by HIF14, the analysis errors of reconstruction suggested that the recon-1021

structed SSTs reduced their uncertainties particularly around the periods1022
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of the two World Wars and in the 19th century, compared with the OI1023

analysis.1024

P = F(Λ−1 + FtHtR−1HF)−1Ft. (9)

In the current study, the reconstruction analysis is used to obtain the1025

spatial patterns of low-frequency component, internal variation, and daily1026

change. In the analysis of the low-frequency fields, the observation vector y1027

contains box-averages from which the global mean was subtracted. In the1028

simultaneous SST-LSAT analysis, E is extended to1029

FΛFt C

Ct GΓGt,

 (10)

where Γ and G are the truncated eigenvalue and eigenvector matrices, re-1030

spectively, computed from the LSAT time series. Matrix C contains the1031

covariance of the EOF-projected (or score) time series between SST and1032

LSAT. The other matrices and vectors in Eq. (1) are extended accordingly.1033

A.4 Perturbation1034

The set of SST perturbations represents the uncertainty of COBE-SST3,1035

which is the sum of the errors in the low-frequency components (Fig. 7)1036
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and the analysis errors in the interannual variations and daily changes (Eq.1037

9). Here, we assumed that the sources of the uncertainty are independent1038

among the three components. Uncertainties are large in areas with sparse1039

data or of large background errors. Assuming that the EOFs used in the1040

analysis can represent the truth with sufficient accuracy, the perturbations1041

can be decomposed by the EOFs. The SST perturbation vector δm(k) for1042

ensemble member m = (1, 2, · · · ,M) at the k-th time step is given by1043

δm(k) = a(k)
{
bm
tre(k)Ftre + bm

int(k)Ξ
1/2
intPintFint + bm

day(k)Ξ
1/2
dayPdayFday

}
,(11)

where bm is the normalized EOF score vector, and the Ξ and P are the1044

eigenvalue and eigenvector matrices of (Λ−1 + FtHtR−1HF)−1 in Eq. (9).1045

Ξ is diagonal. Suffixes “tre”, “int”, and “day” stand for low-frequency com-1046

ponent, interannual variation, daily change, respectively. Equation (11)1047

provides a set of perturbations proportional to the analysis errors. For1048

each perturbation component, the spreads of the perturbations and the1049

corresponding analysis errors are comparable with each other. However,1050

the spreads of δm(k) become smaller than the analysis errors, because the1051

three components are independently given. Therefore, scalar a(k) was intro-1052

duced to make the spread equivalent to the analysis error, which took values1053

around 1.3. In Eq. 11, the error in the low-frequency components is given1054

in a different style from the others, because the theoretical analysis errors1055
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for the low-frequency components were not available. Since the most part1056

of the variance of the low-frequency components is explained by a couple of1057

leading EOF modes, Ftre, the spread of bm
tre(k)Ftre was adjusted to the er-1058

ror at each time step. Six EOF modes explaining 95% of the low-frequency1059

variability were used in this study.1060

The time series of m-th score vector bm is given by a first order autore-1061

gressive model:1062

bm(k) = cm1 b
m(k − 1) + ϵm(k). (12)

where cm1 is the weight, and ϵm contains white noise. cm1 is estimated from1063

the score time series of detrended SST anomalies in the least squares sense.1064

The value is less than and close to 1, which ensures that the bm(k) time1065

series are not divergent. The independence between the perturbations relies1066

on the randomness of ϵm, and therefore any ensemble size is possible.1067

The perturbed SSTs are finally provided by adding δm(k) to COBE-1068

SST3. The perturbations of sea ice concentration (SIC) are computed con-1069

sistently with the SST perturbations. The same SIC-SST relationship (Sec.1070

3.5) is used here.1071

A.5 SST bias computation1072

To obtain the SST observation biases as a function of the observation1073

instruments, the variational minimization method (Sec. 3.2; Eq. 1) is used1074
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to compute the biases on an annual basis. The computed biases are spa-1075

tially invariant. The bias corrections (x) for six methods are analyzed using1076

the global mean differences in SSTs between unbiased and biased instru-1077

ments and differences between biased SST observations and HadNMAT2 as1078

observations (y). The error variances of the bias corrections, E, are set to1079

(0.15K)2, where E is diagonal. The error variances for y, i.e., F, are given1080

by αE, where α is the inverse of the fractional spatial coverage based on the1081

5°× 5° grid. In Sec. 3.2, two types of the differences are used: one is the1082

difference between biased and unbiased observations, and the other is the1083

difference between biased observations. The observation matrix H is simply1084

1 for the former case, while it becomes an operator that gives a difference1085

in the corrections between the methods. y is constituted by the samples of1086

these differences in consecutive five years centered at the year of the bias.1087
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SST & LSAT Trend [4.1] 
1o x 1o, monthly, 1850-2005  

COBE-SST3H High-resol. SST [4.2] 
0.25o x 0.25o, daily, 1982-2020 

Interannual SST & LSAT [4.3] 
1o x 1o, monthly, 1850-2020 

Daily high-resol. SST [4.4] 
0.25o x 0.25o, daily, 1850-2020 

SST perturbations [4.5] 
0.25o x 0.25o, daily, 1850-2020 

COBE-LSAT3 

COBE-SST3 

In-situ and satellite Biases [3]  

Fig. 1. Schematic of the procedures for the SST and LSAT products. Each
procedure is performed serially downward. The numbers in brackets
denote the section in which each procedure is described.
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a) 

b) 

Fig. 2. a) Monthly data counts (line) and spatial coverage (shade) of in-situ
SST and LSAT. Coverage is estimated from data distributions on the 5°
× 5° grid, and 100% coverage means that SST and LSAT observations
perfectly cover the globe. b) Time series of the data coverage separately
shown for each instrument type by colored lines.
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Fig. 3. Time series of global mean HadNMAT2, CRUTEM5, CRUTEM5 mi-
nus HadNMAT2 (LSAT-NMAT in the legend; black) on decadal scales.
A 5-year running averaging is applied to the all time series after sub-
tracting the individual 31-year running averages. Additionally, corre-
sponding reanalyses of OCADA (thin solid), 20CR (dot-dot dashed),
and JAR-55 (dotted) are shown by light-blue and orange lines for mar-
itime and land surface air temperatures, respectively. These time series
are averages of temperatures on the full model grid, and the maritime
averages include daytime and nighttime temperatures. Yellow shading
indicates the uncertainties in the decadal-scale LSATs, which were cal-
culated from the data used for the low-frequency LSAT uncertainties
(see Sec. 4.1 for detail).
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Fig. 4. Time series of SST corrections [K] for six instrument types.
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Pathfinder 

AMSR-E AMSR2 

WindSAT 

Fig. 5. Spatial coverage of satellite SST observations estimated on a 0.25°
× 0.25° grid. The gray and black lines show daily coverage and the
31-day running averages, respectively. The available periods for each
satellite are denoted by gray box arrows. The Pathfinder observations
are available from August 1981 onward, AMSR-E from June 2002 to
October 2011, WindSat from February 2003 to December 2018, and
AMSR2 from July 2012 onward.
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Fig. 6. Time series of daily satellite SST adjustments. Nighttime and day-
time adjustments are plotted separately for four satellite: Pathfinder
(black and gray, respectively), AMSE-E/AMSR2 (blue and light blue),
and WindSat (red and orange). The time series are smoothed by 7-day
and 3-day running averaging for Pathfinder and the other satellites,
respectively.
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Fig. 7. Time series of the error standard deviations (K) of the grid-wise
low-frequency SST (light blue) and LSAT (orange) errors from 1850 to
1989 averaged over the globe. Those for the global mean low-frequency
SSTs (blue) and LSATs (red) are also shown.
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Fig. 8. SST (contour) and SST anomalies (shade, K) of a) COBE-SST3H
and b) COBE-SST3 compared with c) DOISST2.1 and d) COBE-SST2.
The contour interval of SST is 2 K.
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Fig. 9. Time series of global mean a) COBE-SST3 (K), b) COBE-LSAT3
(K) shown by black curves, and c) decadal-scale global mean SSTs
(K; solid) and LSATs (K; dot). HadSST4 (red) and ERSST5 (blue)
are superimposed in a), and CRUTEM5 (red) and GISTEMP4 in b).
Five-year running averaging was applied to these time series, while
the seasonality in the low-frequency components are filtered out by
applying 13-month running averaging to them. The shaded bands along
the COBE-SST3 and COBE-LSAT3 denote the 2-sigma errors. The
global means averaged at the grid points collocated with HadSST4 and
CRUTEM5 were compared. In c), decadal-scale monthly SSTs and
LSATs are shown after subtracting the 31-year averages and applying
5-year running averaging. Those for HadSST4 and ERSST5 are also
shown by red and blue curves, respectively. The base period is from
1991 to 2020 in panels a) and b).
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Fig. 10. a) RMSDs relative to the interannual standard deviations and b)
correlation coefficients between the homogeneous and heterogeneous
analyses. The period of the statistics is from 1985 to 2015.
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Fig. 11. a) Detrended five-month running mean time series of the Nino3
SST anomaly and (b) those averaged over the South American LSAT
analysis. Analyses with SST and LSAT observations (black), with SST
observations only (light blue), and with LSAT observations only (or-
ange) are shown. σ and CC in the legend denote the standard deviation
and correlation coefficient, respectively, against the simultaneous SST-
LSAT analysis using the both SST and LSAT observations.
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Fig. 12. RMSDs (top) and ACCs (middle) of the COBE-SST3H (left) and
COBE-SST3 (right) anomalies compared with the NCEP DOISST2.1
on the daily basis. The bottom panels show ACCs with respect to the
daily SST changes.
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Fig. 13. Absolute meridional SST gradients (K/deg.) in the western North
Pacific of a) COBE-SST3H, b) COBE-SST3, and c) DOISST2.1 on
March 1, 2005. Contours for SST are shown every 3 K.
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Fig. 14. Histogram of a) linear trends from 1890 to 2020 of global (black),
northern hemispheric (light blue), and southern hemispheric (orange)
SST averages, and b) perturbations of Nino3 SST anomaly. In a),
the trends are normalized, and the legend contains the mean trends
(the first values) and the standard deviations (second values). Marks
indicate corresponding normalized trends of COBE-SST2 (solid circle),
HadSST4 (diamond), and ERSST (square). In b), the histogram of the
perturbations for each day is shown by gray lines. Black and colored
lines indicate histograms for annual and seasonal means, respectively.
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a) b) 

c) d) 

Fig. 15. SST and LSAT anomalies around Japan (top) and along the east
coast of North America (bottom). The time series of SST (black) and
LSAT (orange; a, c) are averaged in areas shown by blue and red rect-
angles, respectively, and they are compared with ERSST5 (blue) and
GISTEMP4 (red), respectively. In b) and d), monthly mean SST and
LSAT anomalies in March 2003 are shown by color shading.
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Fig. 16. Ratios of standard deviations between daily changes and inter-
annual variations in September averaged over 1985 – 2015. A ratio
greater than 1 denotes a greater variability of the daily change than
the interannual variability. Note that the low-frequency components
are not included in the interannual standard deviation.
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Table 1. Prescribed errors of each observation type relative to those of the
backgrounds of the monthly and daily analyses. Column of “vs Buoy”
gives the mean difference [K] for each type from the buoy observations
during 1985–2015. Both drifting and moored buoys are assigned to the
Buoy group.

relative error
Type Monthly Daily vs Buoy [K]

Buoy 1 0.5 0

Argo 1 0.5 -0.00

Bucket 2 1 -0.02

ERI 2 1 0.11

CTD, Bottle 2 1 -0.10

XBT, MBT 2 1 0.10

Unknown 2 1 0.09

Others 2 1 0.05

Satellite · · · 0.5 · · ·
LSAT 1.5 · · · · · ·

86



Table 2. Variants of the SST-LSAT analysis depending on whether to use
the SST and LSAT observations, and relationships between the ob-
servations and the analysis products. Experiment A is the standard
analysis of this study, in which the SST and LSAT observations are
combined or used together in the SST and LSAT analyses.

Experiment Observations used SST Analysis LSAT Analysis
A SST and LSAT combined combined

B SST homogeneous heterogeneous

C LSAT heterogeneous homogeneous
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Table 3. Comparison of the daily SST analyses with buoy and Argo obser-
vations in the Northern and Southern Hemispheres. The unit of bias
and RMSD is Kelvin.

Northern Hem. Southern Hem.
Analysis bias ACC RMSD bias ACC RMSD

COBE-SST3H 0.05 0.93 0.48 0.02 0.93 0.34

COBE-SST3 0.04 0.88 0.60 0.02 0.86 0.48

DOISST2.1 0.05 0.91 0.53 0.00 0.90 0.40
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